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ABSTRACT: Deepfake fraud is a form of threat that leverages Artificial Intelligence (AI) technology to gain financial or non-financial 

benefits by deceiving others. The protection mechanisms against deepfake fraud have yet to be regulated under clear legal 

frameworks. This study explores the role of whistleblowing as a method to reveal indications of deepfake fraud in organizational 

governance, given the limited coverage in prior literature. Utilizing a scoping review approach, the study examines data sources 

from Google Scholar and Scopus databases over a 10-year period (2014-2024). The research findings indicate that whistleblowing 

plays a role in addressing early-stage issues, raising individual awareness, shaping regulations related to deepfake fraud, protecting 

organizational integrity, and maintaining public trust. Reporting instances of deepfake fraud promptly helps organizations and 

individuals safeguard vital assets or data security.  
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I. INTRODUCTION  

Fraud that leverages the role of technology is increasingly prevalent in various countries around the world. This digital crime 

can manipulate its targets into believing the authenticity of fabricated images, videos, and audio (Bateman, 2020; Cross, 2022) 

Support from multiple parties is crucial in uncovering the phenomenon of deepfake fraud, one of which is through whistleblowing. 

This is because 43% of the fraud reports received by the ACFE in 2024 came from whistleblowing. The role of whistleblowing has 

provided significant benefits for organizations in protecting their assets from fraud (Dávila et al., 2023). Whistleblowing can be 

conducted internally within a company or externally, thus making it easier for witnesses to report misconduct (Dworkin & Baucus, 

1998; Latan et al., 2021). 

The use of Artificial Intelligence (AI) has shifted the role of technology towards negative applications. The efficiency of AI in 

managing information is being exploited as a medium for fraud. Deepfake technology, stemming from the ease provided by AI, 

uses collections of image, video, or audio sources to manipulate information (Firc et al., 2023). Consequently, deepfakes have 

become a real threat to both organizations and individuals as a medium for fraud ((de Rancourt-Raymond & Smaili, 2023). The 

impact of deepfake fraud is highly complex, potentially leading to significant financial losses for its victims (Bateman, 2020). The 

misuse of deepfakes also jeopardizes the security of essential data for individuals and certain communities (de Rancourt-Raymond 

& Smaili, 2023). 

Deepfake fraud is predicted to become the largest source of fraud targeting the assets of organizations or individuals in the 

coming years if preventive measures are not maximized (Trend Micro, 2019). Generally, deepfake fraud can cause business 

instability due to security issues that make organizations vulnerable to crime (Medius, 2024). A survey by PWC in 2022 on fraud 

revealed that the highest cases of financial fraud are not conducted traditionally, but rather innovatively by leveraging technology. 

One notable case of deepfake fraud occurred at a company in Hong Kong, where it targeted financial employees by faking the 

voice and video of the company’s executive, resulting in a loss of up to $25 million ((Aprilia, 2024; Chen & Magramo, 2024; ET 

Online, 2024; Milmo, 2024). 

The increasing distribution of deepfake fraud content targeting both organizations and individuals requires collective vigilance 

in identifying signs of digital fraud. Based on this background, this study aims to analyze the role of whistleblowing in uncovering 

the phenomenon of deepfake fraud. This study differs from previous research as it focuses on exploring whistleblowing as a risk 

management effort and the dangers of deepfake fraud content in the accounting, finance, and taxation sectors. This approach is 
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taken considering that deepfake fraud often targets the financial sector. As a result, detrimental financial or non-financial impacts 

on organizations and individuals can be avoided. 

 

II. LITERATURE REVIEW 

A. Concept of Whistleblowing 

Whistleblowing refers to the reporting of unethical or illegal actions that involve abuses of power, fraud, and other violations 

(Lam & Harcourt, 2019). A whistleblower can report violations within their employing organization or to external (Alleyne et al., 

2017; Soni et al., 2015). The whistleblowing process considers factors such as effectiveness, confidentiality, safety, and potential 

impact, as whistleblowers often face social backlash that can affect their mental and physical well-being. The motivation for 

whistleblowing varies depending on individual objectives. According to Dozier & Miceli (1985) and Near & Miceli (1995) individuals 

may engage in whistleblowing due to a desire to address injustices, protect public interests, or fulfill personal motivations. 

Whistleblowing has a significant impact on promoting transparency and accountability. Consequently, the reports provided can 

serve as valuable input in fostering more integrity-driven management.  

B. Concept of Deepfake Fraud 

Artificial Intelligence (AI) has developed a technology known as deepfake. Deepfake technology produces realistic but fake 

images, videos, and audio (Cross, 2022; Lu & Chu, 2023; Maras & Alexandrou, 2019). Initially, deepfake technology was beneficial 

for industries focused on fashion, film, and even gaming (de Rancourt-Raymond & Smaili, 2023). As it allowed for the rapid creation 

of thousands of content pieces. However, the development of deepfake technology has now shifted towards being exploited to 

create fraudulent content. Many irresponsible parties use deepfakes to impersonate others for financial gain (Levine, 2020). 

Deepfake fraud has emerged as a new term to describe the negative applications of this technology. The concept of deepfake 

fraud involves schemes such as sending messages, making phone calls, or emailing organizations or individuals (Wilder, 2020). The 

perpetrators of deepfake fraud go through several stages before creating fraudulent content, such as gathering information about 

the target, identifying the person to impersonate, and then executing the scheme on the target (Firc et al., 2023). The impact of 

deepfake fraud is highly complex, yet its mitigation remains limited due to the lack of specific legal regulations (van der Sloot & 

Wagensveld, 2022). If deepfake fraud targets a company, it may be aimed at financial exploitation or damaging the organization’s 

reputation. 

 

III. METHOD 

This study employs a literature review approach using a scoping review method. A literature review was chosen to 

systematically discover, classify, identify, evaluate, and interpret previous research on the topic (Creswell & Poth, 2016; Snyder, 

2019). The literature review method using a scoping review is particularly useful when the research topic is new, complex, or has 

not been extensively studied (Peters et al., 2021). The goal is to gain a comprehensive understanding of “The Role of 

Whistleblowing in Uncovering the Phenomenon of Deepfake Fraud.” The data sources used in this study include articles, books, 

conference proceedings, and research findings published in reputable databases such as Google Scholar and Scopus. The digital 

or online-based data search expands the range of sources and improves time efficiency. The literature search focuses on articles 

published within the 10-year period from 2014 to 2024 to ensure data relevance. All studies related to whistleblowing and 

deepfake fraud are observed without imposing criteria on language, type of publication, or specific geographical areas. The data 

collection process follows these stages (Arksey & O’Malley, 2005): 

1. Identifying the research questions; 

2. Identifying studies relevant to the topic; 

3. Selecting the studies; 

4. Mapping the data; 

5. Interpreting the results. 

The identified literature is managed using Mendeley as the reference management software. The validity of this study is ensured 

through discussions with experts to minimize bias in the selection of articles. 

 

IV. RESULT AND DISSCUSSION  

Based on the literature review conducted using reputable data sources, it has been found that employee whistleblowing can 

serve to protect organizations from the dangers of deepfake fraud. Whistleblowing has become one of the actions used to expose 

deepfake fraud due to the lack of regulations on prevention procedures or follow-up actions after such incidents (Chandra & 

Snowe, 2020). In fact, information from deepfake fraud has negative implications for various stakeholders, including individuals 
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and organizations (Heidari et al., 2024; Muhammad & Hossain, 2022). Therefore, exposing deepfake fraud requires support from 

society, private organizations, and the government. This literature review will explore the discussion of deepfake fraud disclosure 

through the role of whistleblowing. This is due to the complex nature and difficulty in detecting deepfake fraud, which results in 

whistleblowing playing a key role in processing findings, as will be discussed in detail in the following section: 

A. Whistleblowing Solves Initial-Level Issues 

The implementation of Artificial Intelligence (AI) through the development of deepfakes has been widely utilized as a tool for 

fraud (Zhang et al., 2023). Human involvement is necessary as a preventive measure against deepfake fraud, such as through 

whistleblowing actions (Miller, 2023). The goal is for these reports to minimize the occurrence of illegal acts and public harm (Lam 

& Harcourt, 2019). Whistleblowing plays a key role as the first problem-solver that helps identify deepfake fraud cases. A 

whistleblower can provide relevant evidence to uncover digital manipulation, such as fake videos or audio, thereby assisting in 

further investigations. This is due to the increasing number of deepfake fraud cases, such as unusual video or audio recordings 

targeting individuals and causing significant financial harm. Therefore, individual reporting of anomalies or suspicious activities 

through whistleblowing channels helps organizations find solutions quickly. Thus, significant impact of deepfake fraud in the 

accounting, finance, and taxation sectors does not pose a sustained risk. 

B. Whistleblowing Increases Individual Awareness of Deepfake Fraud 

The role of whistleblowing in exposing deepfake fraud also depends on employees' awareness and knowledge of this 

phenomenon. Organizations need to provide training for employees, especially those working in accounting, finance, or tax 

sectors, on how to identify, prevent, and handle deepfake fraud. In the digital era, the workforce is expected to have an 

understanding of technology to ensure effective and efficient organizational governance (Blau et al., 2020). One of the benefits of 

having strong technological skills is that individuals can help identify deepfake violations quickly (Losbichler & Lehner, 2021). Active 

participation in learning about technological advancements can increase the likelihood of reporting deepfake fraud (Deloitte, 

2024). This is because individuals often have direct access to the source of the issue, so internal information helps identify not 

only the forged content but also those involved in its creation or distribution methods. The identification of the whistleblower can 

ultimately assist authorities in accelerating the investigation, prosecution, or other legal actions. 

C. Whistleblowing Shapes Regulatory Protections Against Deepfake Fraud 

Whistleblowing helps organizations establish clear regulations to maximize the effectiveness of handling deepfake fraud. This 

policy can be formulated based on whistleblower information to ensure that the actions taken are well-targeted. Furthermore, 

the regulations must include protections for whistleblowers, secure and anonymous reporting channels, and transparent 

procedures for following up on reports. This is particularly important as deepfake fraud control regulations are limited in countries 

such as Singapore, China, Australia, Finland, Japan, Canada, the United States, the United Kingdom, and India (Cumming et al., 

2024). According to Birrer & Just (2024), whistleblowers often face negative consequences, such as threats or discrimination from 

deepfake fraud developers. Some of these possibilities could occur, such as a decrease in an individual's willingness to report, 

which results in a lower level of control function. Therefore, policies regarding deepfake fraud need to be strictly regulated, taking 

into account whistleblower reports, so that individuals feel safer when reporting deepfake fraud findings. These regulations also 

reduce the risk of inaccurate reports and ensure that complaints are addressed promptly. 

D. Whistleblowing Protects Organizational Integrity and Public Trust 

According to Bateman (2020), the phenomenon of deepfake indirectly has the potential to damage public trust in 

organizations, such as by lowering their reputation. Public perceptions of data breaches and the loss of assets can also decrease a 

company's value (de Rancourt-Raymond & Smaili, 2023). Given the broad impact of deepfake fraud, whistleblowing is essential to 

create pressure on individuals or organizations to take responsibility for fostering a more ethical environment. The establishment 

of a whistleblowing system allows organizations to gather various sources of information related to deepfakes, enabling them to 

plan long-term risk management strategies for the technology. 

 

V. CONCLUSIONS  

This literature review aims to explore the important role of whistleblowing in uncovering the phenomenon of deepfake fraud 

in society, particularly in vulnerable sectors such as accounting, finance, and taxation. The findings of this study suggest that 

whistleblowing helps address early-stage issues, raises individual awareness, and shapes regulations related to deepfake fraud. 

Whistleblowing is an essential tool in protecting organizations from the threat of deepfake fraud. The results of this study indicate 

that whistleblowing helps address initial-level problems, raises individual awareness, shapes regulations related to deepfake fraud, 

protects organizational integrity, and fosters public trust. However, the results of this exploration using a literature review 
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approach are still limited, as the accuracy of its implementation has not been directly proven. Therefore, future researchers may 

consider employing empirical studies. It is hoped that empirical studies and literature reviews will broaden the investigation into 

the role of whistleblowing in exposing deepfake fraud, which can help mitigate the risks of both financial and non-financial losses. 
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